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Cardiac alternans, an arrhythmia characterized by a beat-to-beat alternation of cardiac action potential
durations, is widely believed to facilitate the transition from normal cardiac function to ventricular
fibrillation and sudden cardiac death. Alternans arises due to an instability of a healthy period-1 rhythm,
and most dynamical control strategies either require extensive knowledge of the cardiac system, making
experimental validation difficult, or are model independent and sacrifice important information about the
specific system under study. Isostable reduction provides an alternative approach, in which the response
of a system to external perturbations can be used to reduce the complexity of a cardiac system, making it
easier to work with from an analytical perspective while retaining many of its important features. Here,
we use isostable reduction strategies to reduce the complexity of partial differential equation models of
cardiac systems in order to develop energy optimal strategies for the elimination of alternans. Resulting
control strategies require significantly less energy to terminate alternans than comparable strategies and
do not require continuous state feedback.

Optimal control

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

The elimination of cardiac arrhythmia is a fundamental chal-
lenge in the field of cardiology. The most lethal of these arrhyth-
mias, known as ventricular fibrillation, represents an interruption
of the spatially coordinated cardiac dynamics responsible for
pumping blood throughout the body. Ventricular fibrillation, com-
monly referred to as cardiac arrest, results from pathological, self-
sustaining spiral waves [1-3]. Once cardiac fibrillation begins, the
application of a high intensity shock is the only clinically reliable
way of quickly restoring normal function [4-6], and failure to do
so within minutes can result in death.

The transition from normal cardiac functioning to ventricular
fibrillation is often facilitated by the existence of cardiac alternans,
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the beat-to-beat alternation of dynamic cardiac behavior at a con-
stant rate of depolarization [7]. At a cellular level, alternans usually
manifests in alternating long and short action potential durations
(APDs), defined as the length of time the transmembrane voltage
remains above resting potential after the cell fires (see e.g. the bot-
tom panel of Fig. 1). While alternans can be present during healthy
cardiac conditions, they have long been linked with the onset of
sudden cardiac death [7]. It is widely believed that the develop-
ment of alternans can facilitate the dispersion of refractoriness in
cardiac tissue known as discordant alternans, [8-12] producing fa-
vorable conditions for the formation of reentrant spiral waves.

In the first part of this work, we consider alternans on a one-
dimensional ring of cardiac tissue

av(r,t) 92
Cm =D V(r,t) + (=Lon(r) + Lsim (r, 1)), (1
ot or?

where V represents the transmembrane potential, D = 1.5 cm?/s
is the diffusion constant, [j,,(r) gives the membrane current
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Fig. 1. The top-left panel shows spatially concordant alternans throughout the ring. The snapshots V; and V, are 175 ms apart, approximately the time it takes for the wave
to travel once throughout the medium. In the snapshot Vy, the action potentials last much longer, while in the snapshot V5, the cells repolarize quickly. The top-right panel
shows the voltage profile of a single cell in the medium at r = 5 cm, showing that alternans are also present at the cellular level. The bottom panel shows the voltage profile
of the same cell on a longer time scale to illustrate the complicated quasiperiodic dynamics of the instability in the ring which is characterized in [15-17].

density, Iim(r, t) is an external current controlled input, C;; =
1 WF/cm? is the membrane capacitance, and r gives the position
around the ring. While the diffusive term in (1) is linear, the
underlying ionic currents are, in general, nonlinear functions of the
underlying cellular dynamics. In this study, we consider the Fox
model of canine cardiac tissue [13] for membrane current density
and other gating variables. We take all parameters to be nominal.
Eq. (1) has periodic boundary conditions, V(r + I) = V(r), and for
a long enough ring the tissue admits traveling wave solutions. If
we let the length of the ring be I = 10 cm, and create a traveling
wave moving in the positive r direction in the medium, we find
alternans develop in the system, as shown in Fig. 1. Note that on
short time scales shown in the top-right panel, the dynamics look
as though they display period-2 alternant behavior. On longer time
scales, as shown in the bottom panel, the severity of the alternant
behavior at any given location waxes and wanes due to the
complicated interplay between action potential and conduction
velocity restitution; the resulting quasiperiodic dynamics have
been observed in experimental preparations [14] and have been
investigated in detail from a theoretical perspective [15-17].

Because alternans may promote the formation of spiral
wave reentry, termination of this arrhythmia could be useful
from a clinical standpoint as a method of prevention for
those who are susceptible to cardiac fibrillation. However, the
underlying dynamics associated with the membrane current
density make (1) difficult to work with directly to devise alternans
elimination strategies. Indeed, experimentally successful alternans
elimination strategies have utilized model independent state
feedback methodologies which do not explicitly take into account
the cellular dynamics but rather drive the system to an underlying
unstable period-1 orbit [18-21]. While such strategies are useful
when the system dynamics are difficult to work with or have
parameters which are not fully known, they ignore important
features, likely leading to a sacrifice in energy efficiency of the
control strategy. Other control strategies employ state feedback
techniques which may be difficult to implement in real time in
an in vivo setting [22,23]. As a middle ground between these two
strategies, in this work we will approach this control problem from
the perspective of isostables [24,25] which preserves important
information about (1) but is still simple enough to be treated
analytically.

For excitable systems such as (1) the notion of isostables,
defined to be sets of initial conditions that share the same
asymptotic convergence towards a fixed point [24], provide
a convenient means of understanding the underlying system
dynamics (for a brief introduction on the concept of isostables

in a two-dimensional excitable ODE, we refer the reader to the
Appendix. For a more complete discussion about isostables, we
refer the reader to [24,26]). Isostables of excitable systems are
analogous to isochrons of systems with stable periodic orbits [1,
27-29], as both have the ability to work with a complicated
and high dimensional nonlinear system in terms of a reduced
system with a single variable. When working with isostables,
the resulting isostable reduction [25,26] captures the effect of
perturbations to the state variables on the isostable coordinates.
Isostable reduction is similar to reduction methods which use
inertial manifold [30,31], or center manifold [32] theory. However,
a significant advantage of isostable reduction is that the dynamics
are not required to rapidly collapse onto a lower dimensional
manifold (see e.g. [26]).

Atacellular level, alternans is caused by the existence of a stable
period-2 orbit; in [25] we found that it was possible to use a control
algorithm based on an isostable reduction to eliminate alternans by
stabilizing the underlying unstable period-1 orbit (cf. [18,20,21]).
Ultimately, terminating alternans is a problem of controlling the
timing of cell repolarization. By appropriately speeding up the
repolarization of the long action potentials, the unstable period-1
orbit can be stabilized to eliminate alternans in the system. In [25],
using a newly developed methodology of isostable reduction in
ODEs we were able to calculate infinitesimal isostable response
curves (ilRCs) to determine the effect of small perturbations
on individual cell repolarization timing. However, the control
strategy previously developed in [25] lacked the framework
necessary for application in connected cardiac tissue which is
more relevant for in vivo applications. More recently, [26] presents
the necessary framework for calculation of isostable reduction
of partial differential equations, allowing for the reduction of
PDEs which represent cardiac behavior. The aim of this paper is
to develop strategies for elimination of cardiac alternans in PDE
models of cardiac tissue. Ultimately, we find that such methods
can eliminate alternans using significantly less energy than other
comparable strategies and may have relevance in an experimental
setting.

The organization of this paper is as follows: Section 2 gives
details for the calculation of an isostable reduction on the PDE (1).
Section 3 develops a control objective for eliminating alternans
from the perspective of isostables and Section 4 investigates the
utility of a nearly optimal control strategy for achieving this
control objective using voltage perturbations. Section 5 suggests a
strategy for experimental calculation of isostable response curves,
Section 6 investigates control of alternans in tissue with two spatial
dimensions, and concluding remarks are given in Section 7.
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2. Isostable reduction

Consider a weakly perturbed partial differential equation on the
domain £2:

%X(T, t) =FX(r,t),r) + GX(r, t)) + p(r, t), (2)

where X (r, t) € R™ represents the local state at the locationr € R?
at time t, F(X(r, t),r) € R™ gives the local dynamics, G(X(r, t))
represents spatial coupling which could potentially be a function
of derivatives of X, (e.g. diffusion), and p(r, t) represents a weak
external perturbation. In the absence of external perturbations,
(i.e. p(r,t) = 0) suppose the system eventually approaches the
stationary solution, denoted by X,. Near the stationary solution, the
dynamics behave according to

X(r,t) = Xo = Y _ 5i(X(r, 0) — Xo)ge". 3)
j=1

Here ¢; and A; are eigenfunctions of eigenvalues of the system
linearized about the stationary solution and ordered so that || <
|A2| < ---,ands;(X) give the coordinates of the state X in the basis
of eigenvectors.

This asymptotic behavior can be used to define a fully nonlinear
isostable field ¥ = ¥ {X(r)}: [26,24]

¥ = wiX(n}
= llog(lim [e—“ff (Z' X, t) — X)) dQD +C.(4)
M o0 2

In (4) we take X(r, 0) = X(r), Z(r) € R™ is a system observable,
and T indicates the transpose operator, and C is a constant. When
eigenvalues are distinct, the choice of Z(r) has little bearing on the
structure of isostables in the system provided it is not orthogonal
to ¢1 (cf. [24]), but when A has geometric multiplicity greater than
1,Z(r) can be chosen as desired so that the resulting isostable field
provides useful information about (2). Examining the individual
components of (4), the exponential function in brackets grows at
a rate determined by A. The integral in Eq. (4) is proportional
to e*1! so that the product of these two terms approaches a
constant as time goes to infinity and gives a sense of the distance
of the corresponding state to the stationary solution. Taking the
logarithm and normalizing by A; gives a coordinate system for
which dyr/dt = 1 when p(r, t) = 0 (see [25]), and the constant
C allows flexibility in defining ¥ = 0 to correspond to certain
outward characteristics of a given trajectory (incorporated to make
further computations easier as we will show in the sections to
follow).

While the definition of isostables in (4) is rather technical,
when applied to the cardiac PDE model (1), isostable coordinates
have a more intuitive meaning. For example, let Z(r) = §(r —
,)1, where 1 is an appropriately sized vector of ones and § is
the delta function. With this choice, the integral from (4) only
registers the dynamics at r, in the approach to the stationary
solution. Suppose repolarization occurs at this location at t = to.
Then, as t — tp increases both the diastolic interval (DI) and the
isostable coordinates increase at the same rate (until the next
action potential is elicited). Thus, for isostable coordinates defined
in this way, larger values of isostables will correlate with larger
values of DI which in turn produce larger action potential durations
on the next beat.

While (4) uniquely defines isostable coordinates for any state,
direct calculation of an isostable field using (4) is generally of
limited practical use because it requires computationally intensive
simulation of (2) for each state X(r) to estimate the approach to
the stationary solution in infinite time. Often, we might only be

interested in the isostable coordinates near a particular trajectory
of interest, which we will denote by y, and these coordinates can
be defined in a more ad hoc manner by X(r) = X(r,0) with
X(r) € y forward in time, and choosing ¥/ (X(r, t)) = t. Changing
to isostable coordinates by taking the gradient of the isostable field
using the chain rule yields

W (VY X), FX(r, 1), 1) + GX(r, 1)) + p(r, 1))

dt
=1+ (VY X), p(r, 1)) (5)

Here, Vi (X) is the infinitesimal isostable response curve (ilRC)
which gives the system’s response to an external perturbation, and
(-, -) denotes the L? inner product. In the second line, we have used
the fact that dyr /dt = 1 when p(r, t) = 0 so that

(Vi (X), FX(r), 1) + G(X)) = 1. (6)

As detailed in [26], by defining Vxq Y as the gradient of v
evaluated at X(r, t) along y, the iIRC can be calculated using

IVx(
xgitw = —JX(r, ) Vxe o 7

where ] = V [F(x(r, t), ) + G(X(r, t))], and T denotes the adjoint
associated with the L? inner product. Practically, /T must generally
be estimated numerically by first discretizing (2) and solving for
the adjoint of the resulting ODE system [33]. By approximating
(5) as a linear system near the stationary solution, the iIRC can be
calculated close to the stationary solution, and (7) can be solved
by integrating backwards in time along y for the full nonlinear
equations [26].

To cast (1) in the form of Eq. (2) so that we may calcu-
late isostable response curves, let X = [V, [Ca®*];, [Ca®t ., f,
d, m, h, Jj, fca, Xkr» Xks, Xto» Yio]T, consisting of all cellular state vari-
ables,and let F (X (r, t)) correspond to the differential equations for
the cellular dynamics with a nominal parameter set given in [13].
Let GX(r, t)) = D25V (r, ), leavingp(r, t) = [lsim/Cun O ... OI".
Consider an isostable model of this cardiac system:

\0 =1 + <IV(r7 I/f)s Istim(r» 1/’))
+ (T2, (1Y), 0) + -+ - + (Ty, (1, ¥), 0)

=1+(Z, ¥), Liim (1, ¥)). (8)

Note (with a slight abuse of notation) that the zero elements in
first line of (8) must be compatible with the ilRCs. Because we
can only perturb in the voltage direction, we define Z(r, ¥) =
Zy(r, ¥). In [26], we show that when y is close to the stationary
solution, the iIRC corresponding to a given eigenfunction with
a real eigenvalue is orthogonal to all other eigendirections and
satisfies the normalization condition (6). For this problem, near the
stationary solution, the eigenfunctions are difficult to determine
numerically, and solely for the purposes of calculating the system’s
iIRC (all numerical simulations in the following sections use the
unmodified dynamics), we make a few modifications which do
not perceptibly alter the system dynamics. First, we reduce the
dimensionality of the system by averaging [34], taking the slowly
varying sarcoplasmic reticulum Ca?* to be equal to a constant
318 mol. Second, we modify the ionic current I, (given in [13])
so that Iy, = O when the variable X, < 107%. With these
modifications, when the system is close to the stationary solution,
the value of Xi; () (the variable associated with the gating variable
for one of the potassium currents) approaches the stationary
solution according to X (r) = A1Xir(r) — Xkr.oo) With Xkr oo
denoting a steady state value of Xi, and A1 denoting the slowest
eigenvalue of the linearized system. Because the rate of approach
of Xi:(r) is the same at all locations r, there are an infinite
number of eigenfunctions corresponding to the slowest direction
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Fig. 3. Top and bottom panels show the mean and standard deviation of the iIRC,
respectively, taken over 96 trials. Here d is defined so that Z(d, 1) represents the
effect of a perturbation on a cell d cm away.

of the stable manifold which span the function space Xy (r).
These eigenfunctions span Xy, (r) and are orthogonal to all other
eigenfunctions with no component in Xy, (r). Consider a cell at
r = ro. When the system is close to the stationary solution, any
perturbation to X, (1) for r # rp will have no effect on Xi.(ro) as it
approaches the steady state. With this information, and using (6),
near the stationary solution, the iIRC associated with a cell at rg,
which describes its infinite time approach towards the stationary
solution, is given by

ifr =r,
otherwise.

T, (1, ) = {}/X‘“ (9)
An iIRC calculated using this initial condition describes the change
in isostable for a cell at a given location ro caused by a small
perturbation. Note that (9) is only valid near the stationary
solution.

To numerically calculate the iIRC using (7), the trajectory y
must approach the stationary solution so that (9) can be used
to obtain an initial condition for (7). This can be accomplished,
for instance, by taking r = 5 cm, and locally setting D = 0
between r = 0 cm and r = 10 cm at a moment immediately after
the cell at ry fires. This allows the traveling waves to die out so
that the system approaches the stationary solution. With an initial
condition determined from (9), the iIRC at all other values in time
is determined by integrating (7) backwards in time. As represented
inFig. 2, the resulting iIRC is valid until tp, the time that the cell at ry
would have fired its next action potential. Note that in the control
strategies to follow, alternans will be eliminated by perturbing the
system on its way towards the stationary solution, but the traveling
pulse will never die out.

The system does not take the same trajectory y towards the
stationary solution every time, and we calculate the iIRC 96 times

using different initial conditions to determine an average iIRC,
Z(r,¥) shown in the top panel of Fig. 3, with the associated
standard deviation o7 shown in the bottom panel. For the problem
of eliminating alternans, each cell can be thought of as having its
own isostable value and iIRC, but because the system is circularly
symmetric, we simply report the iIRC in terms of the effect of a
perturbation given at a signed distance d. A constant value can be
added to the isostable field ¥ {X ()} without changing the property
(6), and throughout the manuscript we will make use of this
property as convenient. In Fig. 3, we shift the isostable coordinates
so that v = 0 corresponds to the time at which % r—ry = 0,

during a long action potential. The effect of an external stimulus is
largest when d is zero, corresponding to direct stimulation of that
cell, and is near zero when |d| > 0.5 cm. The standard deviation of
the iIRC at d ~ 0 is small compared to the magnitude of the iIRC
itself, allowing us to use Z(r, ¥) as an approximation of the true
iIRC in the control strategy to follow.

3. Using isostables to define a control objective to eliminate
cardiac alternans

From a dynamical systems perspective, alternans can be
eliminated by driving the cell dynamics to an underlying unstable
period-1 orbit [18,20,21]. In an experimental setting in which
control nodes are sparsely distributed throughout the tissue,
controlling the system to the unstable period-1 orbit is not a
trivial task. For the following analysis, we consider a single cell
isostable reduction throughout the ring, using methods similar to
those of [25]. We assume the existence of an alternans-free state,
Yo(r, t), throughout the ring which evolves so that ¥ (r,t) =
Yo(r — ct, 0), with ¢ > 0. Furthermore, we assume that the state
at each location is close to the alternans-free trajectory, denoted
by Y. + O(e||AX])), where X represents the state variables of
the system. This means that to leading order ¢, thereisa 1 to 1
relationship between ¥ and the state variables.

Panel A of Fig. 4 shows such a distribution, which can be found,
for instance, by applying delayed feedback control methods[18,35]
to (1) until the control effort disappears. This distribution is an
unstable solution to (1) which is periodic in both space and time;
the wavefront (located at r =~ 4.6 cm in the figure) travels
at approximately 57 cm/s so that the period of oscillation is
approximately 175 ms. Isostables for each cell are scaled so that
at all locations except the wavefront v = 1 in the absence of
external stimuli. In this section, the constant C from (4) is chosen
so that ¥ = 0 corresponds to the time at which a cell has
just repolarized (i.e. reached 95% of its resting potential). At the
depolarizing wavefront, quiescent cells are excited again. The end
goal of our control strategy is to guide the system to this unstable,
alternans-free periodic orbit.

The local dynamics at location r = x evolve according to (1):

W) | V(o) '
e | TP | T eVl
+ Itim (%, ©). (10)

Through single grid point isostable reduction, provided the state
dynamics are close to y,;, we may write (10) as

V|, =14 LYl lsim X, D). (11)

Here, v|,_, gives the isostable of the local dynamics at the location

r = x, and Z; is the local isostable response curve. Note that in
a2

this reduction, both fon(4)],_ and D 7150

dynamics along the trajectory y,, and thereforre: )iiisappear in the
reduction (11).

guide the local
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As derived in [25], we can calculate Z;(v) by solving an adjoint
equation

I 9F . (12)
dt

Here, VF is the Jacobian, and VF' (x(v/)) is the transpose, or
adjoint, of the real-valued matrix VF (x(v)), and F(x) represents
state dynamics of the transmembrane voltage and all auxiliary
variables associated with [jop.

Suppose now that the distribution is not exactly at the ideal, v,
but rather can be written as ¥ (r, t) = Yo(r, t) + €y (r, t), with
0 < € < 1, so that ¥ represents a small perturbation from the
ideal distribution. For clarity of notation in the following equation,
we let P = v |;—x, Which is a constant with respect to derivatives
in space. Suppose also that there are no external perturbations so
that I, = 0. To leading order, the dynamics at a given location x,
starting with (10) can be written as

W+ ed)
m at r=x
32V «+€P —eP
_D (wo+eg/fr2+f P e Wo + v,
(v(¢0+eP)+e— (llfe—P))
=D
or?

r=x

— lion(Yo + €Yl r—y + O(€)

82
D - Iion (WO + €¢€)|r:x

r=x

or2

vV 3%y,
+eD— . Y.
Y  ar2

+ O(e?). (13)

r=x

Finally, Eq. (13) is in the same form as (10), with the term EDST‘/C .

33 ’éf _ taking the place of Isim (X, t). We may therefore rewrite

(13)1nthe formof (11):

v %y,
(WO +€1//e)|r ——— =1+ (IS(WO +61//6)6D31ﬂ 352 )

+ 0. (14)

Finally, subtracting (11) with Iyjm, = 0 from (14) and Taylor
expanding the Z; in orders of €, we have

. v 02
a/fe|r:x=< gy T w)

Eq. (15) mandates that for all points at which the isostables are

r=x

+ 0(e?). (15)

r=x

continuous in space, provided that (eD - T > 0, any

local isostable gradient will spread through the system élffu51vely

Panels C and D of Fig. 4 shows the term (w) (o) plotted
as a function of i for this system at two different scales, with
the transmembrane voltage shown in panel B for reference. We
find that this term is strictly positive, and is particularly large in
magnitude soon after an action potential.

Recall that (15) is only valid for points at which the isostable
distribution is continuous in space. For the point at which
this distribution is not continuous (i.e. at the wavefront) the
dynamics can be reduced using the action potential duration (APD)
restitution curve which gives the next action potential duration,
defined to be the length of time the transmembrane voltage of a cell
remains above resting potential after an action potential is fired, as

a function of the DI, defined to be the amount of time the cell stays
quiescent before the next action potential is fired:

APD; = f(DI)). (16)

Here, because we have a series of action potentials, we refer to
them with an index i. The APD restitution curve and its first
derivative are shown in panels E and F of Fig. 4, respectively. In
this case, the basic cycle length (BCL), defined as the time between
successive action potentials, is fixed, and determined by the wave
speed c and the length of the ring, and therefore BCL = DI + APD.
One can show that (16) has a fixed point DIy when BCL = f (DIp) +
Dlo As originally shown in [37], this fixed point will be unstable if

i (DIO)‘ > 1, and this instability gives rise to the stable period-2
orbit responsible for alternans. We have strategically defined the
isostables in this system so that positive and negative isostable
values can be used interchangeably with DI and APD in Eq. (16),
respectively. Therefore, we can write (cf. [38])

w‘EH_] (X) = _Al/fei(x) (17)

where A = le (D[O) and ¥ (x) and ¥, (x) denote the value
of ¥ at location r = x before and after a given action potential.
Egs. (15) and (17) specify a reduced system. The diffusive element
of the system (15) will tend to bring it towards ¥ (r) = v, the
average value of the initial distribution, and Eq. (17) describes the
inherent instability of the local dynamics. Therefore, our control
strategy will be to actively drive the system to yo(r) + €. (r)
where ¥, = 0. Provided that the diffusion acts much faster than
the inherent instability of the local dynamics, the system will settle
close to . If the diffusion does not act quickly enough, we can
apply the external control a few cycles later in order to gradually
drive the system to .

4. An optimal control strategy for eliminating alternans

Suppose that we have 2M + 1 control nodes, equally spaced at a
distance L. Let uy (t) represent the control applied at node N which
is of order €. Using the coordinate system presented in Fig. 5, the
local reduced dynamics at position r, which we denote by v, are

M
Yr =1+ Y un(OIGL—T1, 9r) + O(€?). (18)

=M

Here, the summation represents the effect of input from each
control node. Recall from Fig. 3 that Z(d, ¥) is approximately zero
when |d| is sufficiently large. We therefore define 8 (resp. 87) as
the smallest positive integer (resp. largest negative integer) such
that Z((B* + DL — 1, ) = O(€) (resp. Z((B~ — DL — 1, ¥;) =
O(e)) for every r € [—L/2,L/2] and for all values of . This
definition allows us to rewrite (18) as,

,B+
Ur =14 ) ung(OIGL— 1, Yr) + O(€?),
=

forevery r € [—-L/2,L/2]. (19)

Suppose that in the region which contains electrodes which have a
larger than ©(e?) effect on the isostable coordinates, the severity
of alternans is similar (i.e. APD, — APD,_1 = o + O(€)). Suppose
also that the wave speed in this region of tissue is equal to c+ O(e).
This means that if ¢, = 0 att = 0, then .4 will reach zero at
t=d/c+ O(e).

We assume that each node acts independently, and require that
an O(e) change in the severity of alternans will lead to an O(¢)
change in the applied control. In this section, it will be convenient
to shift the isostable coordinates so that 1, = 0 corresponds to the

time at which ‘;—‘t’ vy = 0, during a long action potential (identical
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Fig. 4. Panel A shows an alternans-free solution of (1), and an underlying isostable distribution for each individual location throughout the network. The scales on the left
and right correspond to the solid and dashed curves, respectively. Panels C and D show the term from Eq. (15) as a function of isostable, with the transmembrane voltage
shown in panel B for reference. Because g—; (¥) - Z;(¢) is predominantly greater than zero, (15) shows that the isostable distribution 1. should spread diffusively through
the network. Panels E and F show the APD restitution curve as well as dAPD/dDL. Here, the APD restitution curve is determined using an S1-S2 pacing protocol [36] with
S1 =250 ms. The BCL in this system is about 175 ms, which gives an unstable fixed point at DIy &~ 42 ms.

Fig. 5. The reduced dynamics on the one-dimensional domain are described by
Eq.(19).

to the shift from Section 2). We also assume that each node will
apply control which lasts for a duration of k ms, starting when the
isostable at that node reaches {» = 0. Under these assumptions,
to leading order € the external control applied at each node will be
identical in shape, but time shifted by the time it takes for the wave
to travel between control nodes. This allows us to rewrite (19) as

g+
Ur =14 Y ult —jL/)IGL— 1, ¥) + O(D),
=B~
forevery r € [—-L/2,L/2], (20)
where u(z) = 0 when either z < 0 or z > k. Asymptotically
expanding ¥, in powers of €,
Ur(© = 92O + ey V(0 + 9,2 (O, 21

we find that ¥,” (t) = v,(0) + t. We will define t = 0 to be the
time at which ¢y = 0, which can be written more concisely as

¥(0) = 0. Therefore 1. (0) = —r/c. Substituting this result into
(20) yields

ﬂ+
Ur = 14 Y ult —jL/c)I(L— 1.t —1/c) + O(e?),
=B~

forevery r € [-L/2,L/2]. (22)

Recall that our goal is to drive the average of the isostable
distribution in the shaded region of interest in Fig. 5 to the unstable
period-1 orbit. Taking the spatial average of (22) yields

-1
w‘ = — I//rdr
LJ_ i)
1 2| £
- ]+7f Z u(t —jL/o)ZIGL —r,t —r/c) | dr
L —L/2 j=p—
+0(?), (23)

where 1/ is the average rate of change in isostables in the shaded
region.

We can use (23) as part of a strategy to eliminate alternans.
Suppose that the next action potentials will be fired T ms after the
present action potentials. Then, we may guide the system from the
stable period-2 orbit to the unstable period-1 orbit by requiring
(cf. [25])

T .
/ Ydt =T — ¢ (APD, — APD,_;)/2, (24)
0
which implies the following boundary condition
T g
/ (w — 1) dt = —¢ (APD, — APD,_1)/2, (25)
0
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where ¢ is a positive constant. Recall that we apply control when
the cells are currently firing long action potentials, so that APD,, —
APD,_; < 0.In Eq. (25), setting { = 0 would mean that at the
next action potential, control would never be applied, and the next
action potentials will follow a short action potential trajectory.
If ¢ = 2, the result of the control would be to speed up the
isostable dynamics so that on average, the cells would take another
long APD path for the next action potential. Intuitively, assuming
that the distribution of isostables along the unstable alternans free
trajectory lies between these two extremes, some ¢ € (0, 2) will
yield a successful control strategy (cf. [20]).

Recall that fort < Oandt > k, u(t) = 0. This allows us
to conveniently time shift the terms in the integrand of (25) after
substituting (23):

T . k| q pL2| £
—1)dt = — tZI(L —r,
/o (Iﬁ ) /o L/L/Z j§ uOEgL =1

t—r/c+jL/c) | dr | dt. (26)

+
For convenience of notation, let f(t) = % ffﬁz [Z}i -

t—r/c —|—jL/c)]dr. By defining an auxiliary equation ¥ = u(t)f (t),
we can cast this as an optimal control problem by minimizing

the cost functional M[u(t)] = Ok u?(t)dt, which gives the power
associated with the stimulus, and can apply calculus of variations
to minimize [39]

Z(L —r,

k
Clu(®)] = / [2(6) + (& — u(t)f (6))]de, (27)
0

where A is a Lagrange multiplier. The resulting Euler-Lagrange
equations are

u(t) = Af(6)/2, (28)
v = Af2(0)/2. (29)
J=0. (30)

The optimal control u*(t) can be found by solving (29) and (30)
subject to ¥ (0) = 0and ¥ (k) = —¢ (APD,, —APD,,_1)/2. By noting
that (30) requires A to be a constant, and integrating (29) directly,
we can explicitly solve for the required control as a function of
time:

—¢ (APD, — APD,_1)f (t)
2 [ f2(v)de )

Thus, to leading order ¢, the optimal control is proportional to
a superposition of appropriately time shifted ilRCs. The PDE (1)
is rather unwieldy and directly calculating an optimal control for
elimination of alternans would not be possible. However, isostable
reduction allows for the derivation of the relatively simple control
scheme (31). Panel A of Fig. 6 shows the calculated optimal control
u(t) when k = 70 and ¢ = 1.3, scaled by the severity of
alternans. Perhaps not surprisingly, when the nodes are spaced
closer together, the required control at each node is smaller in
magnitude. For comparison, we also test the non-optimal control
strategy presented in [18]:

v(V(t) = V(t—=4))
0

ut(t) = (31)

ifv() -V —-9) <0,

u(t) = otherwise,

(32)
where v is a positive constant and § is the time between successive
depolarizations of a single cell. Intuitively, (32) works similarly
to (31) by providing a hyperpolarizing stimulus when a region of

tissue has a long alternans, but also requires simultaneous accurate
monitoring of the transmembrane potential.

We test each control strategy on (1) with independent and
identically distributed zero mean, unit intensity white noise added
to the voltage variable. For each control strategy, more power is
initially consumed because the controller is driving the system to
the period-1, alternans-free orbit (see t = 1tot = 2 in panel C).
After this initial period of time, the controller requires considerably
less energy (E = Zj f ujz(t)dt) to maintain the alternans-free
state, making small adjustments to combat the effects of noise.
Average power is reported as average energy required per second
to maintain the alternans-free state. The approximately optimal
control strategy uses 2 to 4.5 times less energy than the non-
optimal strategy. Results for choices of ¢ € [1.1,1.5] are not
significantly different.

5. Proposed experimental measurement of iIRCs

In the previous example, the optimal control strategy requires
areasonably accurate estimate of the iIRC. If a good approximation
of the model is known, an iIRC could be calculated using the
adjoint equation (7). However, given the complicated nature of
(1) it may be more accurate to measure the iIRC using strategies
akin to the direct method [40,41], a well established technique for
experimentally estimating phase response curves in periodically
oscillating systems. In oscillatory systems, the direct method is
implemented by applying a perturbation when the system is at
a known phase of oscillation allowing for a single measurement
of the phase response curve obtained by calculating the change in
phase due to the perturbation [42-44]. Multiple measurements at
different phases can be taken to estimate the entire phase response
curve. While each of these measurements depends on factors
such as pacing history [45], stimulus amplitude and duration [46],
and noise [47], they generally give a good understanding of the
perturbed dynamics and are useful for predicting behavior in living
systems [48,49].

Here, we detail how a direct method could be used to
experimentally implement the control strategy from the previous
section in, e.g., Purkinje fibers [20,50] which have been used to
validate alternans control strategies in one-dimensional tissue. Our
approach follows from the interpretation of the ilRC, Z(d, ), as the
change in the isostable coordinate resulting from a perturbation
at a distance d, with ¥ being the isostable coordinate when the
stimulus was applied.

Recall that from the definition (4) isostable coordinates give
a sense of a system’s approach to a stationary solution. For this
reason, measuring differences in the onset of action potentials
(the basis for the direct method in applications with periodic
trajectories) does not provide information about the isostable
coordinates. Instead, one can gauge how a perturbation affects
the isostable using the APD restitution curve [51], which gives
the duration of the next action potential as a function of the time
since a cell has been quiescent (also known as the recovery time or
diastolic interval). Generally, longer recovery times will lead longer
action potentials. Here it will be convenient to scale and shift the
isostable coordinates so that ¥ = 0 corresponds to the time at
which a cell repolarizes (i.e. reaches 95% of its resting potential)
with ¢ = 1 in the absence of forcing so that

APD = k(). (33)

Note here that the constant shift of the isostable coordinates is
different than it was in Section 2. The APD restitution curve for
this system is shown in panel B of Fig. 7. For a constant pacing
rate P that does not produce alternans, the system will settle to
a state for which the action potentials are constant on a beat
to beat basis which can be found by solving the equation P =
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Fig. 7. In panel A, once the APDs reach their steady state value, a perturbation is given. APD™ is measured as on the following action potential. Panel B shows the APD
restitution curve for this system using an S1-S2 pacing protocol [36] with S1 = 250 ms. Panel C shows individual datapoints for the iIRC obtained from (34) fitted to a
polynomial (black line). Panels D and E show the resulting iIRCs using data from a noisy and noiseless system, respectively.

¥ + k() = ¥* + APD* [51], where APDx k(Y*). For a
given voltage perturbation, using Taylor expansion, the effective
change in isostable can be determined by measuring the next
action potential duration according to

AAPD
K" (Yr*)

=AY + Oo(AYD), (34)

where AAPD = APD™ —APD*, with APD™ being the duration of the
action potential following the perturbation (see panel A of Fig. 7).

Suppose instead of a ring, we have a fiber (1) with no-flux
boundary conditions. With multiple recording nodes and a single
stimulating electrode at one end the following protocol can be used
to experimentally determine the iIRC: (1) At one end of the fiber,
pace at a constant rate P chosen so that alternans do not develop
in the system. (2) After the APDs are close to the steady state value
APD*, apply a short pulsatile perturbation at time ¢, with strength
u and duration At with the stimulating electrode. (3) For each
recording node at a distance d from the perturbing electrode, let
Y, = t, — t; — APD* with ¢, defined to be the time at which the
recorded cell spiked before the perturbation was applied. The value
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of Ay can be determined from (34) by measuring the duration of
the next action potential. (4) At each recording electrode obtain a
data point Zy (d, ¥p) = uA—A‘”t. (5) Repeat steps 2-4 until a Zy (r, V)
can be obtained with a fit to the data. Panel C of Fig. 7 shows a
polynomial fit to the data obtained using the above procedure with
white noise of intensity 0.2 added to the transmembrane voltage
Eq. (1) to model system noise and measurement error. Each data
point of the iIRC is calculated with a hyperpolarizing perturbation
of u = —30 wA/WF applied for At = 4 ms. Panel D shows an ilRC
interpolated using data from recording nodes spaced 0.5 cm apart.
Panel E shows an iIRC determined without noise in the system. In
both cases the obtained iIRC is similar to the one obtained with
the adjoint equation (7), but is less concentrated around d = 0.
Because we assumed that we only have one stimulating electrode,
perturbation timing was chosen to give the best measurement of
the system near d = 0 and no data points in the top-left and
bottom-right corners were obtained.

Using the iIRCs obtained from the noisy and noiseless data, we
can apply the control strategy (31) to eliminate alternans. In this
application, we take t = 0 at each stimulator to be the time
at which v ~ —130 during a long action potential, estimated
by assuming that when a cell fires a long action potential, ¢ =
—APD;", where APD; is the duration of the previous long action
potential. The stimuli obtained from the noiseless (resp. noisy) data
are shown in the top left (resp. bottom left) panel of Fig. 8 with ¢ =
1.3. They are qualitatively similar to the stimuli obtained using the
numerically obtained iIRC from Fig. 3. In an identical numerical test
as the one shown in Fig. 6, each applied control strategy quickly
eliminates alternans in the system. Using the stimuli associated
with the iIRC obtained using the direct method requires slightly
less power than the stimuli associated with the iIRC calculated
numerically using (7). An iIRC obtained from a noisy system using
the direct method only leads to a slight increase in overall power
usage.

In an experimental setting iIRCs obtained from the direct
method give the change to APDs themselves in response to a per-
turbation. When the iIRCs are obtained numerically using (7), they
give the change to the approach along the slowest direction of the
stable manifold from a perturbation. Because the control strategy
itself uses the APDs as an indicator of the severity of alternans,
this may explain why experimental iIRCs produce stimuli which
are slightly more efficient. As a final note, measurement of the ilRC
using the direct method requires knowledge of the APD restitution
curve, which may not be available in an experimental setting. If this
is the case, simply assuming f'(¥*) = 1in Eq. (34) will yield stim-
uli for which the shape is correct but the magnitude is potentially
wrong. The appropriate stimulus could be found, for instance, by
applying the resulting control and modifying the magnitude until
alternans are eliminated.

6. Two-dimensional reduction and control of alternans

The isostable reduction strategies described in the previous
sections extend naturally to higher dimensions; here we show that
analogous alternans elimination strategies could be implemented
in tissue with higher spatial dimension. To begin, we will assume
that we have a 4 cm square patch of cardiac tissue:

Vx,y,t)
Cn——F—— =DAV(x,y,t) + (=lion(X, ¥) + Lstim(X, ¥, £)

ot
+ Ipacernaker(X’ Y, t)) (35)

Here, x and y represent two-dimensional spatial coordinates,
boundary conditions are given by dV /dn = 0 where 7 is a vector
normal to the boundary (i.e. no-flux), A denotes the Laplacian,
Ipacemaker is a stimulating current included to elicit action potentials
on one side of the domain at regular intervals, and all other
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Fig. 8. Top-left and bottom-left panels show the optimal stimuli obtained from
iIRCs using the direct method from a noiseless and noisy system (1), respectively.
The right panel shows the average power required to maintain the alternans-free
state for different node spacings L. Stimuli are obtained using an iIRC inferred from
noisy data (red squares), noiseless data (red x), and also calculated exactly using
the adjoint equation (7) (black dot). (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)

variables and model parameters are taken identically to those in
(1). We take Ipscemaker to inject 100 wA/WF pulses of current at
At ms intervals along the side for which x = 0. In a noiseless
setting, this results in a linear wave front which propagates
through the tissue. Here, we are modeling isotropic tissue, but note
that it would be straightforward to calculate iIRCs incorporating
tissue anisotropy in tissue conductivity [52]. A square lattice of
electrical simulators with spacing L used to provide I, is arranged
so that the wave front reaches each row at the same time (see
panel A of Fig. 9). The numerical methods for calculating iIRCs
represented by Egs. (2)-(9) extend straightforwardly to a two-
dimensional setting. Similar to the protocol used for calculating
iIRCs in one spatial dimension, we shift the isostable coordinates so
that vy, 5, = 0 corresponds to the time at which ?T‘t/ |(X’y):(xmyo) =
0 during a long action potential. Setting Iy, = O for the remainder
of the simulation, we allow the system to approach the stationary
solution in order to determine an initial condition for (7), and
simulate (7) in backward time to determine the iIRC in the fully
nonlinear regime. This strategy is used to calculate the iIRCs with
respect to 49 different excitations of the domain. Pulsing rates
between 160 and 210 ms are used in order to determine an
average iIRC for voltage perturbations with respect to the location
(X0, ¥0) = (2, 2). Results are reported in panels B-E of Fig. 9 as
Z(dx, dy, ¥) where T is the averaged ilRCand (d, dy) = (x—x,,y—
¥,). Similar to the one-dimensional calculations, perturbations do
not greatly alter the isostable coordinate of any locations farther
than about 0.8 cm away.

The analysis from Section 3 can be repeated for the two-
dimensional domain to justify a control strategy for elimination of
alternans which drives the system to a state ¥ (x, y) + €V (X, y)
where ¥ (x, y) represents the alternans-free state, € is a small
positive constant, and fy [, Wedxdy = 0. In the periodic, one-
dimensional case, we were able to develop a control strategy to
achieve this control goal everywhere on the domain. Here, we will
show that a similar strategy can be used to achieve this control
objective at locations away from the boundary of the domain.
Numerical simulations presented later in this section show that
this strategy is sufficient for elimination of alternans in (35) and
does so using orders of magnitude less energy than comparable
methods.

To begin, consider a stimulator located at (x,y) = (x1,¥1)
with associated control signal ug o(t). Also, let u; ; denote the input
from a stimulator located at (x,y) = (x; + iL,y; + jL). Here, i
and j are allowed to be negative. Analogous to the setup in the
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Fig. 10. The control strategy is designed to modulate the isostable dynamics in a
square patch of tissue centered about a given stimulator. Ultimately, because the
tissue is assumed to be homogeneous, the control goal of eliminating alternans in
a square patch around a stimulator in the center of the tissue will also eliminate
alternans in all locations far from the tissue boundary.

one-dimensional case, Fig. 10 highlights a square patch of length
L centered about the stimulation ug ¢ for which we will design a
strategy to control the isostable dynamics. A shifted coordinate
system, 1y = Xx—x; and r, = y—y; allows us to write the perturbed
isostable dynamics of any location in this patch:

Py Px
Vrery = 14 Y Y uii(OT(L = 1, JL = 1y, Y r,)
j=—ny i=—ny
+ 0(e?). (36)

Here, ¥, r, represents the isostable reduced coordinates at the
spatial position (ry, 1), Z(dy, dy, ¥) is the iIRC, and indices n, and
px (resp. n, and py) represent the number of stimulators which
extend in the negative and positive x direction (resp. y direction).
Eq. (36) represents the summation of the input from each control
node and is analogous to (19) from the one-dimensional case.
Because the two-dimensional domain is homogeneous we take
the iIRC to be identical to Z(dy, dy, ¥), the average calculated
iIRC shown in Fig. 9. This approximation will be most accurate at
locations far from the boundaries of the domain.

Mirroring the strategy from in Section 4, we can first notice that
Z(dy, dy, ¥) is small for sufficiently large values of |dy| and |dy|.
Therefore, for large values of [i| and |j|, Z(L — 1y, jL — 1y, ¥r,.1,)

will be an O(e?) term for every ry, ry € [-L/2,L/2]. We can then
define 8, < ny, By < ny, ;r < py, B < px such that

By B
Urery = 14 Y Y ui(OZGL = rojL = 1y, Y
=By i=—f5
+0(e?), foreveryry, 1y € [—L/2,L/2]. (37)

In the region which contains electrodes which have a larger
than an O(e?) effect on the isostable coordinates, we assume that
the severity of alternans is similar (i.e. APD, —APD,,_; = a+0O(¢)),
and the wave speed in the tissue is equal to ¢ + O(¢) where ¢
is a constant. We require that each node acts independently, and
each control application lasts k ms and begins when the isostable
at the given control node reaches ¥y = 0. We also explicitly require
that an O(¢) change in the severity of alternans leading to an O(¢)
change in the applied control. As in Section 4, to leading order ¢,
the control at each node is identical in shape and time shifted by
the time it takes to travel between each node. Because the wave
progresses at a constant rate in the x direction, Eq. (37) becomes

By B
Ury =14 Y Y ult —il/Q)TGL = r, L = 1y, Yy r,)
=By i=—hy
+ O(€?), forevery ry, ry € [—L/2,L/2], (38)

where u(z) = 0for 0 < z < k. We highlight that (38) is
nearly identical to (20) from the one-dimensional case, except
for the rows of stimulators above and below in an additional
dimension. Because of this similarity, we can follow an analogous
set of steps to those which start with (20) and end with the control
strategy (31), i.e. writing and substituting the order e asymptotic
expansion of v, . into (38), taking the spatial average of the
resulting equation, appropriately time shifting the terms of the
integrand, and solving the calculus of variations problem to derive
the following approximately optimal control application:

_ —{(APD, — APD,_1)g(t)

u(t)
2 [ g2(v)de
1 U2 L2 B B
g(t) = ﬁ/ / oY T —rnajl—ry,
TR =gy =y
t —ry/c+il/c) | drdry. (39)
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Fig. 11. Panel A shows the stimulus (39) calculated for different values of L. Panel B gives a comparison of the average power required to maintain an alternans-free state for
the optimal strategy (39) (dots) and voltage difference strategy (32) (open circles). Panels C, D, and E show the difference between successive action potentials immediately
prior to, immediately after, and 1050 ms after the optimal control strategy is turned on. Panels F and G show the transmembrane voltage and applied control at a location

near the center of the tissue. The control is turned on at t ~ 1000 ms.

Intuitively, the control strategy (39) is similar in spirit to the one
dimensional control strategy (31) taking into account the net effect
of all stimulators in the domain on a square patch of tissue. In
this example, boundary conditions of (35) are not periodic, so g(t)
will not necessarily be the same for all locations in the domain.
Recall that in Fig. 9 the iIRC for a given location is approximately
zero for locations about 0.8 cm away. As a result, any stimulator
index for which [iL — 1] > 0.8 cmor |jL — r,] > 0.8 cm in
the argument of the iIRC from (39) will have a negligible effect
on the integrand. On the square domain, |ry|] < L/2 and |r,| <
L/2 so that any stimulator index greater than 0.8/L + 1/2 in any
direction will not greatly alter the integrand from (39). As a result,
choosing a stimulator in the center of the domain for calculation
of (39) will yield a stimulus u*(t) which will eliminate alternans
at all locations sufficiently far from the boundaries. Panel A of
Fig. 9 shows the resulting optimal stimuli for different choices of
L and ¢ = 1.5. The shape of each stimulation is approximately
the same, with a magnitude that is approximately proportional to
L2. For simulations of (35), independent and identically distributed
noise is added to the voltage variable. The stimulus Ipacemaker Paces
at At = 175 ms, and alternans develop in the tissue in the
absence of external control as illustrated in panel C of Fig. 11. The
control strategy (39) is applied to the system with spacing L =
0.5 cm and panels D and E show the difference between successive
APDs immediately after and 1050 ms after the control strategy is
turned on, respectively. The first application of the control stimulus
almost completely eliminates alternans in the system and soon
after, APDs are nearly identical for each beat. Panels F and G show
the transmembrane voltage and the applied control, respectively,
at a location near the middle of the tissue. Similar to the one-
dimensional case, the first control application is large compared to
the successive control applications which maintain the alternans-
free state. We also test the non-optimal control strategy (32)[18]in
the two-dimensional simulations. The average power to maintain
an alternans-free state for each of these strategies is shown in panel
B, where the energy usage is givenby E = ), Zj f uﬁj(t)dt, and
the average power is the energy usage divided by the total time.
In these simulations, the optimal strategy is more than 300 times
more efficient than the non-optimal strategy for each value of L.
Furthermore, the non-optimal strategy does not work for a spacing
of L = 1 cm; the optimal strategy with L = 1 cm is significantly

better than the non-optimal strategy with L = 0.1 cm. This is
a marked difference from the one-dimensional case, where the
optimal strategy performed approximately 3 times better than the
non-optimal strategy. We note that in [18] the authors found a
comparable increase of the strategy (32) when moving from one
to two dimensions. It is possible that in two dimensions, (32) is
not very stable and is less efficient as a result. The optimal control
strategy, which explicitly controls the isostable coordinate of the
system, does not suffer from comparable losses in efficiency.

7. Conclusions

Cardiac alternans have been implicated as a precursor to cardiac
fibrillation, and eliminating them could prevent fibrillation for
those who are at risk for this life threatening arrhythmia. In this
work, we have investigated strategies for elimination of alternans
in a PDE model of cardiac tissue. The physiologically complicated
models of alternans considered here are difficult to work with
directly, but isostable reduction is shown to be useful starting point
from which to develop nearly optimal control strategies for the
stabilization of the underlying period-1 behavior and subsequent
termination of alternans.

The control strategies developed in this work eliminate
alternans using significantly less energy than a previously
proposed method [18]. Furthermore, while [ 18] uses chaos control
methods akin to delayed feedback control [35,53], a model
independent strategy which uses continuous state feedback to
stabilize an unstable periodic orbit, the alternans control strategy
developed in this work does not require continuous feedback.
Rather, it only needs measurement action potential durations at
each control node after an iIRC has been measured.

Isostable reduction can be a powerful strategy for both
understanding and controlling systems with complicated and high
dimensional dynamics. The isostable reduction strategy described
in this work does not require the state dynamics to collapse to a
one-dimensional manifold. For the calculation of the iIRCs in this
work, the state variables differ on a beat-to-beat basis, but the
resulting isostable response curves show little variability between
beats. The isostable reduction methodology was illustrated in one-
and two-dimensional models of cardiac tissue, but this strategy
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Fig.A.1. The left panel shows isostable values defined by (A.4) for the ODE model (A.5). Black lines represent level sets and the fixed point is shown in gray. Three trajectories
are plotted as dashed red lines, with white dots showing their locations for three different snapshots in time. The right panel shows the voltage trace for these same three
trajectories. Notice that while the dynamics are different initially, they begin to converge on the way to the fixed point. These trajectories approach each other long before
the trajectories reach the fixed point, even though |11| and |A,| are similar in magnitude. (For interpretation of the references to color in this figure legend, the reader is

referred to the web version of this article.)

would be straightforward to extend to three dimensional models
with more complicated spatial geometries at the expense of higher
computational effort.

The ability to determine ilRCs is essential to the isostable
reduction strategy and the subsequent control strategy for
eliminating alternans, a calculation which we have demonstrated
by using the adjoint equation (7) in a numerical model. However,
in live tissue experiments it is likely that we would not have
access the full dynamic equations required to use adjoint methods.
We suggest a protocol akin to the direct method for calculating
phase response curves [40,41] by which an iIRC could be measured
in vitro. Numerically, we find that i[RCs measured directly are
similar to those calculated from (7), yielding control stimuli which
terminate alternans effectively. In this manuscript, we assume
the ability to inject current directly into the cellular membrane,
something which would not be feasible in practice. Nevertheless,
the method of calculating iIRCs only requires the knowledge of
the system to a given type of perturbation, and the measurement
strategies presented in Section 5 would extend naturally if, for
instance, stimulation is applied with a bipolar electrode.

This control strategy is certainly not without limitations.
Foremost, it would be difficult to implement control with a
grid of actuators for in vivo applications as in Section 6, and
it would be of interest to adapt this control strategy to utilize
the minimum number of control nodes possible to eliminate
alternant behavior. Furthermore, the present control strategy does
not explicitly take into account heterogeneities at the cellular level
or more realistic spatial geometries in live cardiac tissue, both of
which may alter the efficacy of the proposed control algorithm.
Recent studies have implicated alternant calcium dynamics as a
driving force behind APD alternans [54-56]. While the dynamics
of the models considered in this work are deterministic, at a
microscopic cellular level, calcium dynamics are often modeled
as stochastic events [57-59]. While current isostable reduction
techniques cannot explicitly handle stochastic dynamics, their
continued development with this goal in mind would be of interest
in the investigation of calcium alternans.

Acknowledgment

Support for this work by National Science Foundation Grants
NSF-1363243 and NSF-1602841 is gratefully acknowledged.

Appendix. An intuitive example of isostable coordinates: illus-
tration for a planar ODE

While the definition of isostable coordinates is necessarily
different between ODEs (as presented in [24]) and PDEs (as

presented in the current manuscript and in [26]), much of the
underlying intuition about isostables is the same for each type
of system. Here we provide an illustrative example of isostable
coordinates in a planar excitable ODE system similar to the analysis
that originally appears in [60].

Consider the following ODE
x € R%

x =F(x), (A1)

Suppose that (A.1) has a stable fixed point at xo. Then near the fixed
point

X =A(X —x0) + O((x — x0)%), (A2)

where A € R?*? is the Jacobian of the vector field evaluated at
Xo. Suppose that A1 and X, are the eigenvalues of A corresponding
to eigenvectors v; and v, and that |A;] < |A;|. Near the fixed
point, higher order terms are negligible, and based on the solution
of the linear equation (A.2) one can show that in the limit as time
approaches infinity,

(p(t, x(0)) — xo) o vy, (A.3)

where ¢(t, x(0)) is a solution to (A.1) with initial condition x(0)
(also known as the flow). Eq. (A.3) results from components in the
v, direction decaying faster than component in the v; direction.
We can use this information to define scalar isostable coordinates
in the basin of attraction of x (cf. [24,60]):

V(X = - log ( lim [e 12" (g (¢, x) — xo)]> . (A4)
)‘1 t—o00

Here, z € R? is some observable for which zfv; # 0. Note the
similarity between the definition (A.4) for ODEs and definition (4)
for PDEs from the main text. Intuitively, inside the brackets of (A.4),
an exponentially growing term is multiplied by another term that
is shrinking exponentially at the same rate; as time goes to infinity,
this product approaches a nonzero constant. Taking the logarithm
and normalizing by A, provides a coordinate system for which
dy/dt = 1.

As an illustration, consider a FitzHugh-Nagumo based model
for an excitable system, which can be used as a minimal model to
represent the activity of a single cardiomyocyte [61]:

V=cgVlV —-—a(1-V)—-cVw,

w = b(V — dw). (A5)

Here V represents the transmembrane voltage, w is a gating
variable,a = 0.13,b = 0.013,¢; = 0.26,¢c; = 0.1,and d = 1.
This system has a stable fixed point at x, = [0, 0], and because
it is excitable, a perturbation above a certain threshold from the
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fixed point can yield an excursion well beyond that threshold.
Linearizing about this fixed point yields eigenvalues .; = —0.013
and A, = —0.0338. Using this information to calculate isostables
for this system and taking z" = [1 1] yields the left panel of Fig. A.1.
The right panel gives the trajectories of three initial conditions
which start on the same isostable value.

Viewing (A.5) from the perspective of isostables, the trajectories
which start on the same isostable begin to converge, even before
the voltage-like variable reaches its resting value. This ODE
example provides a basis for understanding the utility of isostable
reduction in PDEs. By understanding the isostable field in of a
complicated, infinite-dimensional PDE, we can work with it in a
lower dimensional space as illustrated in Section 2.
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